
StyleCity: Large-Scale 3D Urban Scenes
Stylization

Yingshu Chen, Huajian Huang†, Tuan-Anh Vu, Ka Chun Shum, and Sai-Kit
Yeung

The Hong Kong University of Science and Technology
†Corresponding author

Fig. 1: 3D city stylization in magic times of a day. Our proposed novel StyleCity
framework can automatically stylize the textured meshes of large-scale urban scenes
and generate harmonic omnidirectional sky backgrounds in a controllable manner with
input style prompts, i.e., image and text references. Our effective solution has many
potential applications, such as making city exploration in Google Earth a more per-
sonalized and visually captivating experience.

Abstract. Creating large-scale virtual urban scenes with variant styles
is inherently challenging. To facilitate prototypes of virtual production
and bypass the need for complex materials and lighting setups, we intro-
duce the first vision-and-text-driven texture stylization system for large-
scale urban scenes, StyleCity. Taking an image and text as references,
StyleCity stylizes a 3D textured mesh of a large-scale urban scene in a
semantics-aware fashion and generates a harmonic omnidirectional sky
background. To achieve that, we propose to stylize a neural texture field
by transferring 2D vision-and-text priors to 3D globally and locally. Dur-
ing 3D stylization, we progressively scale the planned training views of
the input 3D scene at different levels in order to preserve high-quality
scene content. We then optimize the scene style globally by adapting
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the scale of the style image with the scale of the training views. More-
over, we enhance local semantics consistency by the semantics-aware style
loss which is crucial for photo-realistic stylization. Besides texture styl-
ization, we further adopt a generative diffusion model to synthesize a
style-consistent omnidirectional sky image, which offers a more immer-
sive atmosphere and assists the semantic stylization process. The stylized
neural texture field can be baked into an arbitrary-resolution texture,
enabling seamless integration into conventional rendering pipelines and
significantly easing the virtual production prototyping process. Exten-
sive experiments demonstrate our stylized scenes’ superiority in quali-
tative and quantitative performance and user preferences. Project page:
https://chenyingshu.github.io/stylecity3d.

Keywords: 3D Stylization · City Stylization · Neural Style Transfer

1 Introduction

Large-scale urban digital twins, reconstructed from satellite and UAV imagery,
are widely utilized in various domains such as video games, 3D city visualiza-
tion, and virtual reality applications. In virtual production, the demand for visu-
ally appealing and unique representations of reconstructed meshes is high. Yet,
simulating the visual appearance of virtual scenes—like the time simulation in
Google Earth—often fails to produce truly impressive visuals. This shortfall is
typically due to the extensive need for laborious material design and meticulous
illumination setups for each instance. To achieve automatically re-styling scene
appearances, we seek to utilize 3D neural style transfer techniques.

Style transfer is a fundamental problem that seeks to automatically transfer
the target style according to a given reference while maintaining the original
structure. With the maturity of 2D neural stylization [14,21,29], 3D scene styl-
ization has become more flexible and achievable by lifting content and style fea-
tures priors from 2D to 3D. For example, image-guided mesh stylization [18] and
text-guided object and room texturing [4,23] realize 3D neural style transfer on
meshes with 2D neural visual or textual priors. Due to the 2D-to-3D stylization
fashion, we have to do view planning additionally to obtain comprehensive train-
ing views covering surfaces in balance [6,37,47]. However, these mesh stylization
works primarily focus on object- and room-scale scenarios. Their view planning
and style optimization methods are not suitable for large-scale scenes. Partic-
ularly, explicit texture or latent features optimization is resource-intensive. It
results in affordable texture resolutions that are too limited to scale up to large-
scale scenes. Moreover, these methods seldom address local semantic consistency
in stylization. Given that large-scale scenes possess significant semantic complex-
ity, we contend that maintaining semantic style feature consistency at a local
level is crucial, particularly for achieving photo-realistic stylization. However,
how to maintain global and local style harmony is challenging.

To narrow the gap, we propose to use a UV-based neural texture field to
model scene appearances. The UV-based neural texture field is composed of a
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multi-resolution feature grid for UV encoding and a multilayer perceptron (MLP)
for feature decoding. As a compact hybrid representation, it reduces resource
usage while maintaining global style consistency to some extent. After initializing
the neural texture field with the original texture map, we perform optimization
by minimizing global content and style losses among multiple planned views.

We employ a multi-scale progressive rendering strategy combined with scale-
adaptive style reference enhancement during the texture field optimization to
achieve high-fidelity texture renovation. The training views are progressively aug-
mented into finer views at different levels with random translation and zoom-in.
Simultaneously, we obtain multi-scale style reference features by randomly crop-
ping the input reference image. Structural similarity scores guide us in adaptively
selecting the scale of the style references to best match the scale of the current
training views, ensuring the appropriate transfer of style patterns at different
levels and providing precise and effective supervision. This approach allows us
to progressively transfer style patterns to the 3D scene while maintaining fine-
grained content structures.

In addition to global style optimization, our semantics-aware style loss pre-
serves local style consistency, contributing to a holistic style enhancement. We
also leverage a generative diffusion model to omnidirectionally denoise latent
features and synthesize a visual and textual style-aligned omnidirectional sky
image. Serving as the background of urban scenes, it provides a consistent and
immersive atmospheric context for the stylized scene, despite having no illumina-
tion effect on the foreground during optimization and rendering. By converting
the stylized neural texture field into a classical UV texture map, we efficiently
render stylized novel views of the 3D scene in conventional pipelines for real-time
applications. Fig. 3 illustrates the overview of our StyleCity framework.

To summarize, the contributions of this work include, 1) we propose a novel
3D textured mesh stylization framework using a neural texture field; 2) we in-
troduce a multi-scale progressive rendering strategy and a scale-adaptive style
optimization method to globally transfer 2D style to large-scale 3D scenes while
preserving structural photorealism. 3) we propose a new local semantics-aware
style loss to enhance local style correspondence; 4) We adopt the diffusion model
to generate high-resolution 360-degree images as environment backgrounds en-
hancing the appeal of the stylized urban scene; 5) The comprehensive exper-
iments prove that we realize high-quality 3D urban scene stylization without
any manual rendering material and illumination setups. The automatic pipeline
guided by vision and text references can be a quick substitute for virtual pro-
duction and inspire scene design.

2 Related Work

In early works for 3D stylization, researchers applied interactive and iterative
optimization on 3D data such as mesh texture and geometry to achieve non-
photorealistic stylization [12,16,33,53]. Later, some methods [5,59] trained gen-
erative neural networks with large 3D data and facilitated 3D appearance and
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geometry style transfer. For example, 3DStyleNet [59] transferred both shape and
texture between 3D models with a textured mesh exemplar by a 3D generative
model. 3D data collection is tedious and time-consuming. Fortunately, empow-
ered by large-data pre-trained 2D neural models such as VGG, CLIP [45], and
Stable Diffusion [48], there appeared a lot of automatic vision or text example-
based 2D neural style transfer approaches [13,14,21,27,29,35,42,58]. Inspired by
this, researchers tend to lift these 2D priors to 3D representations for automatic
2D example-based 3D stylization. Next, we review 3D neural style transfer meth-
ods on meshes and neural field representations, which transfer style with vision
or text guidance and preserve to some degree original structure and geometry.
We refer to [7] for more 3D stylization works on other 3D data.

Mesh-based Stylization. Kato et al . [25] proposed a neural renderer for mesh
such that it enables artistic geometric and appearance stylization for the object
mesh using image-example-based neural style transfer technique [14]. When it
turns to image-guided 3D indoor scene artistic stylization, StyleMesh [18] intro-
duced a texture optimization scheme specifically designed for 3D reconstructed
indoor meshes, incorporating depth and angle information. Later, with the emer-
gence of large-language model (LLM), text-guided stylization on mesh geometry
and appearance [36,37], text-guided texture transfer or synthesis [6,24,31,47,57]
became a popular topic in academia. [24] accomplished 3D semantic style trans-
fer for indoor textures with text guidance. [36, 37] achieved text-guided object
geometric and texture stylization using a vertex-based neural style field net-
work. They largely rely on fine-grained triangulation on the mesh and cannot
synthesize detailed patterns or motifs. [31,57] took object materials into account,
achieving text-guided texture stylization with material properties. With the ad-
vent of large-data pre-trained diffusion models [48], recent works [4,6,28,47,52,56]
proposed to use the pre-trained diffusion models [3, 48, 61] to better supervise
text-guided photorealistic texture synthesis for objects or rooms. [57] utilized 2D
diffusion priors [44] for object texture stylization. However, globally optimizing
explicit texture requires huge computational resources, i.e., GPU memory. These
methods generally focus on small-scale scenes and lack scalability.

Neural Field Stylization. There appeared numerous neural-field-based styl-
ization works for implicit reconstructed scenes [10,11,15,19,22,40,55,64]. Some
data-driven generative training models [19, 34] support zero-shot stylization for
a scene, but require large training references and sophisticated model design.
By contrast, feature optimized-based approaches usually have more impres-
sive results without other style dilutions for one model [41, 60, 63]. For exam-
ple, ARF [60] proposed a nearest-neighbor feature matching loss for local style
matches in latent space transferring local artistic patterns. Empowered by 2D
generative models, there are generative-model supervised optimization meth-
ods, such as InstructN2N [15], which utilized an alternative multi-view updating
scheme to progressively optimize the 3D scene. However, multi-view supervi-
sion by independent one-shot generated images easily tends to collapse due to
3D inconsistency. These neural field stylization works utilized 3D neural field
representations to maintain global style consistency and render novel views via
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(a) Planning illustration (b) Stylization comparison

Fig. 2: Pivot-based view planning.

volume rendering. However, it is not wise to convert mesh-based rendering into
volume rendering for mesh stylization which is prone to generating blurry views.

Compared to the aforementioned methods, our stylization system is the first
work devised for mesh-based large complex outdoor urban scenes. Importantly,
we explore the UV-based neural texture field to model mesh appearance and es-
sentially take large-scale characteristics into account to devise style optimization
strategies, achieving highly harmonious stylization in urban scenes.

3 Methodology

3.1 Data Pre-processing

To perform style transfer on a reconstructed mesh without known camera poses,
it is indispensable to tackle view planning. In addition, we need to annotate 3D
mesh with semantic labels such that we can efficiently obtain pixel-wise multi-
view consistent semantic information during stylization.
Pivot-Based View Planning. Naive scene center view planning methods ap-
plied to stylize single objects [26, 37, 47] are insufficient for large-scale surface
coverage. Direct application results in blurry texture with broken structure af-
ter stylization as shown in Fig. 2b. We developed a pivot-based view planning
method that overcome their limitations. We uniformly sample P camera posi-
tions on the upper and side faces of the mesh bounding box with a proper offset.
The mesh is then subdivided into r sub-regions, and the centroids of these regions
are used as camera viewing points. Finally, we obtain P ×r pivot views, locating
at P pivot positions and looking at r centroids. Fig. 2a shows a pivot view plan-
ning example. Pivot views cover the majority of visible surfaces with associated
semantics, serving as initialization for the novel views (Fig. 2a green camera)
augmenting training, referred to Sec. 3.3 Multi-Scale Progressive Optimization.
Urban Scene Segmentation. For semantics-aware urban scenes stylization,
we particularly consider classes of interest in architectural scenarios for segmen-
tation, including "sky", "building", "window", "road", "person", "plant", "car",
"water" and "lights". We adapted and fine-tuned Mask2Former [9], a pre-trained
2D semantic segmentation model, and implemented an automated 2D-to-3D seg-
mentation tool via texture mapping for input 3D models. We also segment the
input style reference image using the same segmentation model.

Please refer to the supplementary for more data pre-processing details.
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Fig. 3: Framework overview of StyleCity. Taking style image and text references as
input, StyleCity optimizes the neural texture field in a semantics-aware fashion with
progressively scaled training views. Synthesized omnidirectional sky enhances style
atmosphere and assists semantic style supervision.

3.2 Neural Texture Field

Definition. Aiming at large urban scenes with megapixel or gigapixel texture im-
ages, we employ neural texture field representation and re-parameterize the huge
texture map into a 2D continuous function. We define the neural texture field
TΘ(·) (shown in neural texture in Fig. 3) by an MLP that maps a normalized UV
texture coordinate (x ∈ R2) with hash grid-based feature encoding [39] to a color
RGB value (ε ∈ R3): TΘ(x) = ε. The neural texture field theoretically supports
arbitrary texture resolution with a condensed amount of parameters. It is com-
pact but sufficient to represent scene appearance with on average 90% texture
size compression from experiments. Moreover, neural continuous representation
learns smooth interpolation among UVs, tolerating inevitably incomplete train-
ing views and maintaining global style consistency. By contrast, explicit texture
optimization may lead to an out-of-memory issue with high resolution or a de-
graded discrete stylized texture with insufficient resolution.

Neural Rendering. Given a camera pose, we rasterize mesh and retrieve UVs
to query texture model TΘ(·). Accordingly, we then obtain corresponding texture
RGB values, and then resemble values into a rendered image.

Conventional Rendering. To get stylized texture with width Wtex and height
Htex, we query TΘ(UV ) with U ∈ [0, 1] with Wtex uniformly sampled values and
V ∈ [0, 1] with Htex uniformly sampled values. The output texture with mesh
can be rendered via the conventional rendering pipeline or applied to VR.

Initialization. Before stylization, we distill original full-resolution texture con-
tent to neural texture by a simple MSE photometric loss Ltex =

∑
x∈UV ∥Tc(x)−

TΘ(x)∥22, which Tc is original texture image, x is a random sampled batch of UVs.
After distillation, the neural texture is initialized with original texture style.
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3.3 Content and Style Joint Progressive Optimization

We jointly optimize the neural texture field through multiple views with both
source content and target style constraints in each iteration. As illustrated in
Fig. 3, we sample a viewpoint, render the content view and its segmentation, and
obtain the stylized view from neural texture. To achieve high-quality stylization,
we augment training views into multi-scales for progressive optimization.

Multi-Scale Progressive Optimization. During optimization, we randomly
sample novel views along Bezier curves with nearby planned pivot cameras as
control points in order to enlarge covered angles, as shown in Fig. 2 green camera.
Furthermore, we randomly translate novel view cameras horizontally and verti-
cally in an offset of [−α, α]×distcam, where distcam is the distance from camera
to model center, α is hyperparameter (default 0.25). However, although the dy-
namic view augmentation ensures each surface is comprehensively stylized and
globally harmonic, we found that the stylized mesh still lacks high-frequency de-
tails. To address this issue, we progressively scale sampled views at a preset field
of view (FoV) with a "zoom-in" effect during training, as demonstrated in Fig. 4.

(pivot view)
Level 1 Level 2 Level N 

Level 1 Level N 

…

Fig. 4: Multi-scale training views aug-
mented based on same pivot cameras.

Specifically, FoV will decrease uni-
formly (e.g. from 90◦ to 20◦) while the
number of novel sampling views in-
creases at each progressive optimiza-
tion level. We set all rendered images
in a fixed resolution and the default
number of levels N=5. The experi-
ment validates that dynamic multi-
scale progressive optimization is effec-
tive for high-fidelity large-scale scene
stylization. For simplicity, we only
demonstrate the optimization process
and loss equations for a single view at any optimization level in the subsequent
description, unless explicitly stated otherwise.

Content and Photorealism Preservation Optimization. During styliza-
tion, we utilize not only content features but also Laplacian values of rendered
views for supervision, preserving texture content and scene identity. During
training, we mask out sky background areas.

Latent content feature loss can help preserve the basic appearance of the
original texture, such as original colors and abstract structures, while remaining
possible for style variations:

Lc =
∑
l∈lc

∥F l(c)− F l(z)∥22, (1)

where F l(·) denotes embedded features of lth layer in VGG-19 [50] taking an
image as input. c and z are rendered content image and stylized image on the
current viewpoint respectively, the feature layer lc = {4} is used.
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Beyond the content feature loss, we incorporated a photorealism regularizer,
akin to the approach in [35], to maintain high content fidelity and preserve
identity, such as by maintaining texture edges irrespective of chrominance. The
regularization term is formulated as

Lpht =

3∑
h=1

(Vz
h)

TMcVz
h, (2)

where h denotes a RGB channel, and Vz is the flattened version of the stylized
view. The kernel Mc is the matting Laplacian matrix [32] of the content view.

Global Scale-Adaptive Style Optimization. Global style optimization is
responsible for globally transferring style features to the neural texture field for
overall atmosphere alignment.

Multi-scale style patches 𝑆

Training view 𝑐 at different levels

…

…

…
Matched training style Ƹ𝑠

Style image 𝑠

Scale-Adaptive Style Structure Matching 

Random 
Crop

Fig. 5: Scale-adaptive style structure
matching. We match multi-scale styles
based on structure similarity between
training views and style patches.

As described before, our multi-
scale progressive optimization strategy
renders different-scale images at differ-
ent training levels. To keep the style
consistent, the style reference image
should adapt to the scale of the train-
ing views. It means that style reference
features should be scale-adaptive. To
this end, we exploit patch-based style
references at different resolutions for
optimization. During optimization, we
randomly crop the input style image
s into multi-scale style patches S with
different dimensions. The long side of
each style patch is no shorter than
256 pixels. Then we select a structure-
matched style patch ŝ for each training
view c, as illustrated in Fig. 5. Inspired
by [49, 54], we apply a self-similarity
descriptor derived from latent features to represent spatial structure. The train-
ing style patch ŝ is selected by minimizing the structure disparity between the
training view c and the style patch:

argmin
ŝ∈S

∑
∥D(c)−D(ŝ)∥22, (3)

where D(·) = sim(F ld(·),F ld(·)T ) is the self-similarity structure descriptor de-
rived from channel-wise flattened VGG features, ld = {3} for simplicity, and
sim(·, ·) is the cosine similarity. With scale-adaptive style matching for optimiza-
tion, we can better guarantee sufficient and appropriate style feature transfer.

Global Vision-and-Text Driven Style Loss. To quickly grab and generate
meaningful new stylized texture, we deliver global multi-level visual style features
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to texture, by penalizing the discrepancy of global style feature distributions:

Lgs =
∑
l∈ls

(∥µ(F l(ŝ))− µ(F l(z))∥22 + ∥σ(F l(ŝ))− σ(F l(z))∥22), (4)

where ŝ, z respectively denote the matched style image and output stylized im-
age; feature layers ls = {2, 3, 4}; µ and σ indicate mean and standard deviations.

To transfer textual style features for holistic style semantics harmony, we
apply global and directional CLIP losses [13,45]:

Lclip = Lglb + Ldir,

Lglb(st, z) = 1− sim(ET (st),EI (z )),Ldir(c, z, ct, st) = 1− sim(∆I,∆T ),
(5)

where sim(·, ·) is cosine similarity, ct and st are source and style text prompts. EI

and ET are image and text encoders, ∆I = EI(z)−EI(c), ∆T = ET (st)−ET (ct).

Local Semantics-Aware Style Optimization. For urban scenes with com-
plex contexts, global style transfer easily leads to mismatches of style semantics.
Thus, we introduce a local style optimization strategy for class-wise feature reg-
ularization to achieve more realistic stylization.

Local Semantics-Aware Style Loss. The local semantics-aware optimization
is performed by minimizing the mean and standard deviation of class-wise style
features between the rendered stylized view z and style reference s. We render
a corresponding semantic segmentation map for the current training view using
the semantics texture of the mesh while retrieving a semantic segmentation map
for the matched style reference image. Based on semantic segmentation maps,
we sample region of interest (ROI) features of each class for the training view
and style reference image respectively:

f l
i (z) = ROIi(F

l(z)), f l
i (s) = ROIi(F

l(ŝ)), (6)

where ROIi(·) ∈ R1×Mi indicates flattened vector of regions of ith class, Mi is
the number of non-zero value in the binary mask of ith class; F l

i (·) is the lth layer
VGG features in ith class regions, ŝ is structure-matched style image. Different
from [35] which introduced style augmentation using masked Gram matrix taking
non-ROI area into account, our semantic style loss only calculates the style
feature of the target area representing a more accurate feature distribution.
Moreover, the ROI features have different dimensions among different views.
With Ncls classes of interest, we formulate local semantics-aware style as:

Lls =
∑
l∈ls

Ncls∑
i=1

(∥µ(f l
i (s))− µ(f l

i (z))∥22 + ∥σ(f l
i (s))− σ(f l

i (z))∥22). (7)

Semantic Hierarchical Re-match. During style transfer, it may occur mis-
matched and missed semantics between content view and style image as shown
in Fig. 6. Content scene contains semantics "building", "window", "plant", "wa-
ter" and "road", while style image lacks corresponding semantics such as "plant"
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Fig. 6: Semantics matching (left) and hierarchy graph for semantics re-matching (right
graph). Style reference lacks semantics "water" and "plant" contained in the content
scene. During semantic stylization, these semantics are re-matched to upper-level ex-
isting semantics in style reference.

and "water". To obtain references for missed semantics, we designed a hierarchy
graph for semantics re-matching based on illumination effects in the real world.
For example, cars, trees, and people on the road should share similar illumina-
tion of the road; all elements have the same ambient illumination from the sky,
etc. In Fig. 6, "water" content can match "sky" style luminance, "plant" con-
tent can match "road" reference luminance. If the matched style patch fails to
provide style of some classes, we turn back to full-scale style reference for help.

Total Objective. We now have the texture stylization model with all losses:

Ltotal = λcLc + λphtLpht︸ ︷︷ ︸
Lcontent

+λgsLgs + λtsLclip + λlsLls︸ ︷︷ ︸
Lstyle

,
(8)

By default, we set λc = 10, λpht = 1e − 3, λls = 1e − 1, λgs = 1, λts = 5, and
optimize each model for 20 epochs in 10 hours. Particularly, we set λpht = 0 in
the first 2 epochs to get basic style patterns in case of style suppression from
Lpht in the beginning.

3.4 Style-Aligned Omnidirectional Sky Synthesis

Given the same style image and text references, we adopt the pre-trained Stable
Diffusion model [48] and conduct vision-and-text aligned sky panorama synthe-
sis. A style-aligned sky, serving as the unique background of urban scenes, is
essential to establish a global atmosphere for the final rendering. Moreover, the
sky background supports comprehensive visual semantics, enhancing the effec-
tiveness of textual style loss (Eq. 5). The pre-trained diffusion model excels in
generating small image patches (e.g., 512× 512), while diffusion panorama syn-
thesis methods [3, 30] utilize multi-window joint diffusion technique to generate
high-resolution panorama. However, to support rendering with an environment
texture, we require a high-resolution sky image covering 360-degree FoV. Due
to uniform diffusion among sliding windows, the panorama is generally flattened
and suffers layered content when diffusing latent features vertically, such as the
SyncDiffusion [30] results demonstrated in Fig. 7b. To achieve high-resolution
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(a) Sky synthesis pipeline (b) Sky comparison

Fig. 7: (a) High-resolution sky synthesis with omnidirectional sampling. (b) Panoramic
sky synthesis comparisons with SyncDiffusion [30] using same seeds and text prompts.

panorama synthesis as a whole entity, we extend the multi-window joint diffusion
technique and propose omnidirectional latent feature sampling for view super-
vision. At each denoising step, we leverage a 90-degree bounding field of view
(BFoV) [20] and omnidirectionally sample the latent features to extract noisy
latent feature sub-regions. Each sub-region latent feature is then denoised by the
denoising diffusion implicit model (DDIM) [51] and decoded by the variational
autoencoder (VAE) decoder to generate a color image. Meanwhile, we apply the
perceptual similarity constraint LLPIPS [62] between the input style reference
and generated images to supervise similar visual style. Fig. 7a illustrates the sky
synthesis process; Fig. 7b and 10 display comparison and synthesis examples.
Please refer to the supplementary for more details and comparisons.

4 Experiments

We conducted experiments on UV textured models in different cities collected
by Google 3D Tiles API [2]. For evaluation, we rendered a sequence of testing
views around each model. For 2D style images, we referred to city-view eval-
uation images in [8, 35], and applied the text-guided synthesis model [61] to
generate some style images given customized style text prompts. Source texts
follow templates such as "a photo in the day", and non-customized target texts
are generated by [43] given style images. All experiments were conducted on RTX
3090 GPU. We implemented our method based on Pytorch and Pytorch3D [46],
and used tiny-cuda-nn [38] for multi-resolution grid-based hash encoding and
network training acceleration. Resolution 512× 512 was used for optimization.

Result Comparisons. Given the downgraded performance of image or video
stylization in 3D scenarios regarding 3D geometric and appearance consistency
[10,19, 22], our focus lies on 3D stylization baselines. We compared our method
with the image-guided explicit texture stylization StyleMesh [18], image- and
text-guided NeRF stylization methods ARF [60] and InstructN2N [15]. We ran
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Table 1: Quantitative comparisons. We evaluated 5 city models and 7 styles, resulting
in 35 stylized outputs for each method. These city models, spanning approximately
0.5km × 0.5km in physical area, represent diverse locations worldwide, including Lon-
don, Sydney, New York, Hong Kong, and Singapore.

Method 3D Representation Condition Scalability eSSIM↑ LPIPS↓ CLIP↑ User Study (score in 0-5)
Content Preserve↑ Style Match↑

ARF [60] NeRF image object-centric 0.394 0.812 0.188 1.576 1.430
StyleMesh [18] explicit texture+mesh image room-level 0.400 0.576 0.188 2.074 2.402
InstructN2N [15] NeRF text object-centric 0.503 0.370 0.186 3.156 2.024
Ours neural texture+mesh image+text urban-level 0.623 0.342 0.244 4.586 4.572

In
pu

t
O

u
rs

St
yl

eM
es

h
A

R
F

In
st

ru
ct

N
2N

Fig. 8: Visual comparisons with baselines. Zoom in for details.

baselines using official source codes and increased the content loss hyperpa-
rameter used in StyleMesh and ARF by 10 times for photorealism. We took
the same pivot views (Sec. 3.1) as their training input. We evaluated the per-
formance of foreground content similarity by edge-SSIM (eSSIM) and masked
LPIPS [62] between source and stylized testing views, and semantic style similar-
ity by image-text CLIP score [17] between the text reference and stylized testing
views with the same sky background. Moreover, we conducted a user study on
content preservation and style matching of stylized models. Table 1 and Fig. 8
demonstrate quantitative and qualitative comparisons.

By comparison, our results achieved higher fidelity of motifs and style de-
tails such as logos, and semantically matched styles like lit windows, while other
baselines lead to blurriness or non-photorealism. The 2D generative diffusion-
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(a) Input (b) -aug (c) -prog (d) -Lls

Ablation eSSIM ↑ LPIPS ↓ CLIP Score ↑
- aug 0.595 0.289 0.302
- prog 0.605 0.285 0.285
- scale 0.598 0.282 0.304
- Lls 0.633 0.234 0.307

- Lclip 0.643 0.232 0.293
Full model 0.633 0.234 0.309

(e) Evaluation (f) -Lclip (g) -scale (h) Full model

Fig. 9: Ablation studies. Without (b) view augmentation, (c) progressive optimization
or (g) scale-adaptive styles, it may perform worse on sharp content preservation. With-
out (d) local style loss, (f) CLIP loss or (g) scale-adaptive styles, it failed to perform
some detailed effects, such as lit windows.

based 3D lifting method InstructN2N tends to have minor global color changes
although preserves more original content features. We also found it difficult
to learn abstract-style prompts. For example, it always coats the scene with
blue for "blue hour" prompts even along with other style-related descriptions.
Optimization-based artistic style transfer methods (StyleMesh and ARF) lead to
dramatic content distortion without photorealism concerns. From visual results,
hazy artifacts appear in all scenes in volume rendering based neural field styl-
ization (ARF and InstructN2N). From the user study’s feedback, we found ARF
got the lowest "style match" score because of its blurry appearance. Besides,
in the absence of semantic matching, image-guided methods tend to transfer
mismatched styles, such as ARF stylizing buildings with the purple sky and
background with building colors in Fig. 8.

Ablation Study. Fig. 9 shows comparisons for ablation studies. We randomly
pick a scene with 4 different styles for quantitative evaluation.
Effect on augmented view planning and progressive optimization. Augmentation
with novel view sampling and view translation (aug), and multi-scale progres-
sive optimization (prog) assist in high-fidelity content structure preservation. As
shown in Fig. 9b and 9c, without either of them the system only restores rough
textures of blurry logos and windows with worse eSSIM and LPIPS performance.
Effect on semantics style loss. Without local semantics-aware style loss (Lls) or
textual semantic CLIP loss (Lclip), the system generates fewer detailed novel
patterns such as lit windows (Fig. 9d and 9f). It leads to fewer style changes but
may improve original content similarity, e.g., slightly better eSSIM and LPIPS.
Effect on scale-adaptive style optimization. Scale-adaptive style references help
with robust stylization. In some challenging scenarios, unmatched-scale style can
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New York

“A view of a large city with tall 
buildings at sunrise, a matte 

painting by Peter Benjamin,…”

style
sky

London

“A city street at night, blue hour, 
a tilt shift photo by Michael 

Flohr, cityscape, …”

style
sky

Hong Kong

“A view of a city at night, 
American romanticism, 

nightscape, cityscape, …”

style
sky

Singapore

“A view of a city at night with 
neon lights, virtual metaverse, 

vista of a city at sunset,…”

style
sky

Singapore

“Neo-Impressionism, painting 
of a city by Georges Seurat”

edited 
view

sky

(a) Input (b) Stylized results

Fig. 10: More stylization results of our proposed StyleCity. In the second-to-last row,
a style reference from the "Cyberpunk 2077" video game [1] demonstrates a result for
futuristic style transfer. The last row displays the artistic 2D-to-3D editing result, and
it tends to generate novel textual semantic patterns unseen from image reference.

dull colors and even destroy geometry structure. For example, the subtle window
patterns in the style image compromised geometric definition and the synthesis
of lit windows, as shown in the area highlighted by the arrow in Fig. 9g.

Applications. Our proposed system enables users, especially non-experts, to
have the option to personalize their 3D mesh models by selecting different refer-
ence images or text prompts. For example, the system can be used to "imitate"
(1) Time-of-Day Effect shown in Fig. 1. We can tailor the visual appearance
of the virtual environments to our preferred time, creating a more personal-
ized and engaging experience. Our system also supports (2) Non-photorealistic
Stylization. For artistic reference, we optimize texture without initialization and
set λpht = 0, λgs = 10, λls = 1. In addition, StyleCity supports (3) 2D-to-3D
Style Editing and Propagation. This feature allows users to apply any 2D styl-
ization method, such as image- or text-guided style editing [61] and manual
editing, to edit a 2D view sedited at a specific viewpoint of the scene. To en-
sure consistency, during optimization we additionally employ the penalty term
Ledited = ∥sedited − zedited∥22 to the stylized image zedited at this viewpoint, and
use the edited image sedited as the style reference. The last two rows in Fig. 10
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display examples of the futuristic style of "Night City" in Cyberpunk 2077 [1]
and 2D-to-3D editing in the artistic "Neo-Impressionism" style.

5 Conclusion

We present StyleCity, a vision-and-text driven stylization pipeline for large-scale
city-level textured mesh stylization. We utilize a neural texture field to model
the scene appearance and propose a novel multi-scale progressive optimization
method achieving high-fidelity stylization. For harmonic stylization, we introduce
scale-adaptive style optimization and new loss functions to regularize style fea-
tures globally and locally. Besides, we improve the diffusion panorama synthesis
method to support style-aligned high-resolution omnidirectional sky synthesis,
which serves as background for an immersive atmosphere and better semantics
supervision. Finally, the output-baked texture supports conventional rendering
in real time. Our system originally solves challenges in urban scene stylization
in high fidelity and a controllable manner, potentially facilitating various appli-
cations including virtual production.
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